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We propose an efficient algorithm for the simulation of densely sampled biological objects. This technique is based on an algebraic multi-grid (AMG) accelerated Crank-Nicholson (CN) finite-difference time-domain (FDTD) method. Using this scheme, simulation time step sizes are no longer limited by the Courant-Friedrich-Levy (CFL) number. A practical guideline on how to choose appropriate time-step sizes for accurate bioelectromagnetic applications is also presented. Numerical examples are used to demonstrate the effectiveness of this technique.
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I. INTRODUCTION

The interaction between electromagnetic waves and biological tissues has received renewed attention recently due to the increased clinical applications of magnetic resonance imaging (MRI) procedures and the extensive usage of cellular phones [1], [2]. To model such interactions, computational electromagnetic techniques have often been used. Among these numerical methods, the FDTD method has proven to be an effective technique. It has been successfully applied in cellular phone antenna designs and MRI system developments [2], [3].

However, this algorithm’s efficiency begins to decrease when biological objects need to be modeled using very high resolution [4]. For this kind of application, the FDTD method requires a large number of iterations since the algorithm’s time step size is limited by the minimum segment size in the spatial discretization [4]. For example, to simulate the interaction between electromagnetic fields and a two-dimensional (2D) 2 mm resolution human head model, the maximum time-step size can be used is 4.71 picoseconds. If we need to obtain the B1 fields distribution for the transverse electric (TE) case. For the 2D TM case, the transverse magnetic (TM) case as an example. Similar derivation can be obtained from the splitting procedure in the ADI-FDTD formulation [8], [9]. Alternative choice is to use the unconditionally stable Crank-Nicholson (CN) algorithm that does not suffer from the splitting error. However, this algorithm requires one to solve a band-limited matrix during each time step, which is computationally expensive [10]. If the computational overhead associated with solving the CN-FDTD method is too high, it may out-weight the advantage of using larger time step sizes.

To improve the computational efficiency associated with solving these band-limited matrices, we proposed a multi-grid technique. This approach allows us to have very low computational overhead and yet retains a high level of accuracy for low frequency bio-medical applications.

The remainder of this paper is organized as follows. Section II describes the development of the algorithm and its accuracy analysis. Section III demonstrates the accuracy and effectiveness of this algorithm via numerical examples and Section IV concludes the paper.

II. METHODOLOGY

A. CN-FDTD Formulation

To illustrate this method, we use 2D transverse magnetic (TM) case as an example. Similar derivation can be obtained for the transverse electric (TE) case. For the 2D TM case, the Maxwell’s equation can be expressed as

\[
\frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right) - J_z - \sigma E_z
\]  

\[
\frac{\partial H_x}{\partial t} = \frac{1}{\mu} \frac{\partial E_z}{\partial x}
\]

\[
\frac{\partial H_y}{\partial t} = \frac{1}{\mu} \frac{\partial E_z}{\partial y}
\]  

The total iteration number in ADI-FDTD method can be reduced. This could lead to an overall reduced CPU time than that of the conventional FDTD method.

However, truncation error associated with this method can become very large for many practical applications [8], [9]. Further analysis has shown that errors in ADI-FDTD simulations result from the splitting procedure in the ADI-FDTD formulation [8], [9]. Alternative choice is to use the unconditionally stable Crank-Nicholson (CN) algorithm that does not suffer from the splitting error. However, this algorithm requires one to solve a band-limited matrix during each time step, which is computationally expensive [10]. If the computational overhead associated with solving the CN-FDTD method is too high, it may out-weight the advantage of using larger time step sizes.

To improve the computational efficiency associated with solving these band-limited matrices, we proposed a multi-grid technique. This approach allows us to have very low computational overhead and yet retains a high level of accuracy for low frequency bio-medical applications.
where, $\varepsilon$, $\mu$, and $\sigma$ are the medium permittivity, permeability and conductivity, respectively, is related to the current excitation in the $z$ direction. Applying the CN scheme to approximate the time derivatives in (1), we can obtain the following update [11]-[13]:

$$H_{x}^{n+1}(i,j+\frac{1}{2}) = H_{x}^{n}(i,j+\frac{1}{2}) - \Delta bx (i,j+\frac{1}{2})$$

$$H_{y}^{n+1}(i+\frac{1}{2},j) = H_{y}^{n}(i+\frac{1}{2},j) + \Delta by (i+\frac{1}{2},j)$$

where,

$$E_{x}^{n+1}(i,j+1) - E_{x}^{n}(i,j+1) - E_{y}^{n}(i,j+1) - E_{y}^{n}(i,j)$$

$$E_{y}^{n+1}(i+1,j) - E_{y}^{n}(i+1,j) + E_{x}^{n}(i+1,j) - E_{x}^{n}(i,j)$$

$$E_{z}^{n+1}(i,j) = \frac{\sigma(i,j)}{\varepsilon(i,j)} - \frac{\sigma(i,j)\Delta t}{\varepsilon(i,j)}$$

$$c_{1} = \frac{\sigma(i,j)}{\varepsilon(i,j)}$$

$$c_{2} = \frac{\sigma(i,j)}{\varepsilon(i,j)}$$

$$c_{3} = \frac{\sigma(i,j)}{\varepsilon(i,j)}$$

$$c_{4} = \frac{\sigma(i,j)}{\varepsilon(i,j)}$$

$$c_{5} = \frac{1}{\Delta x}$$

$$c_{6} = \frac{1}{\Delta y}$$

In (4), the field values on the right-hand side of the equation are known prior to updating. The left-hand side of the equation indicates that an element and its neighboring element must be updated at the same time. Applying the CN-FDTD method to all the nodes in the computational domain, we can obtain a system equation for the field update as, where values for elements in the matrix $A$ are determined from the left-hand side of (4) and the values of the vector $b$ are calculated from the right-hand side of (4). The $x$ represents all of the components in the computational space.

### B. Algebraic Multi-Grid (AMG) Algorithm

The resulting CN matrix equation can be solved either using the sparse matrix solver or using iterative technique. However, the sparse matrix typically requires an $O(n^2)$ operation if $n$ is the number of unknowns. If an efficient iterative method is used, the number of iterations can be much smaller. Several iterative methods, such as conjugate gradient based techniques, are among popular choices in computational electromagnetics. However, the required number of iterations becomes very large if the simulation time step size increases. This has a detrimental effect on the unconditionally algorithms since the purpose of using the unconditionally stable algorithm is to use larger time step sizes while keeping computational overhead minimum. Therefore a more efficient iterative solver must be used.

In this study, the algebraic multi-grid (AMG) method is used to solve the band-limited matrices from the CN-FDTD method. This approach does not require the unknown variables to be defined at known grid points but directly on the given linear sparse algebraic equations [15], such as

$$Au = b$$

Based on the information given by the matrix itself, one can define all of the necessary components to create an appropriate correction algorithm for AMG: a relaxation scheme, a set of coarse-grid points, a coarse-grid operator, and intergrid transfer operators and. The procedure to construct the two-level correction algorithm can be illustrated as [15]-[17]:

Step 1) Perform Relaxations on $A^{h}u_{h}^{h} = b_{h}$ on the fine-grid $\Omega^{h}$ with last time step solutions $u_{h}^{0}$ and get the initial new time step solutions $u_{h+1}^{h+1,0}$

Step 2) Compute the fine-grid residual $r_{h}^{h} = b_{h} - A^{h}u_{h+1,0}^{h+1,0}$ and restrict it to the coarse grid by.

Step 3) Solve $A^{2h}e_{2h}^{h} = r_{2h}^{h}$ on the coarse-grid $\Omega^{2h}$.

Step 4) Interpolate the coarse-grid error to the fine grid by and improve the fine-grid solutions by $u_{h+1,new}^{h+1,0} = u_{h+1,0}^{h+1,0} + e_{h}$. 
Step 5) $n = n + 1$, go to step 1.

Once the matrix information generated by the CN-FDTD is available, we can apply the AMG method described above to obtain the solution. The AMG technique is used to solve the linear equation described by (4) during each CN-FDTD time stepping.

### C. Maximum Step Size for Practical Simulations

The CN-FDTD method allows us to use time step that is much larger than the conventional FDTD method. However, the algorithm’s accuracy is closely related to the simulation time step sizes. In order to maintain a similar numerical accuracy as that of the conventional FDTD method, there is a limit on the maximum time step size that one can use.

The maximum time step size can be derived via the numerical dispersion analysis. Such analysis can be performed using the standard Von Neumann analysis as described in [8], [11], [12]. Through standard dispersion error analysis, we obtain the dispersion relation for the 2D CN-FDTD scheme as

$$\frac{\tan^2(\omega \Delta t/2)}{(c\Delta t)^2} = \frac{\sin^2(k_x \Delta x/2)}{\Delta x^2} + \frac{\sin^2(k_y \Delta y/2)}{\Delta y^2}$$

(5)

where $k_x$ and $k_y$ are the wave numbers in the $x$ and $y$ direction respectively, and $k = \sqrt{k_x^2 + k_y^2}$. For comparison purposes, we also give the dispersion relation for the conventional FDTD method as

$$\frac{\sin^2(\omega \Delta t/2)}{(c\Delta t)^2} = \frac{\sin^2(k_x \Delta x/2)}{\Delta x^2} + \frac{\sin^2(k_y \Delta y/2)}{\Delta y^2}.$$  

(6)

To understand the dispersion error as a function of both sampling rate and simulation time step size, the dispersion error of the CN-FDTD method as a function of the sampling rate and the time step size is shown in Fig. 1. In the figure, the $N_{\text{step}}$ is defined as the ratio of CN-FDTD simulation time step size to the CFL number. The maximum dispersion error is capped at 10%. Each line in the figure corresponds to a constant dispersion error (in percentage). Different sampling rate and $N_{\text{step}}$ can lead to the same dispersion error. As clearly indicated in the figure, the dispersion error increases as the time step size increases and it decreases as the sampling rate increases. It should be pointed out that the maximum allowable time step size is related to the sampling rate. For example, in order to maintain a dispersion error of around 0.5% at each grid point, the maximum time step one can use is about 6 times of the CFL number when the sampling rate is at 100 points per wavelength.

Based on the analyses above, the time step size in the CN-FDTD simulation can be much larger than the conventional FDTD method. Since the maximum time step size allowed by the dispersion error is stricter, we conclude that the CN-FDTD simulation time step sizes should be limited by the maximum allowable time step size imposed by the dispersion error.

### III. Numerical Example

Based on the AMG accelerated CN-FDTD method described in Section 2, a software package is developed for 2D electrically over-sampled bio-electromagnetic analysis. Before applying the developed software to analyze specific problems, we first validate our software via a numerical example. Here, the electric field strength radiated by a current source as a function of distance away from the source is calculated using the CN-FDTD method and compared with an analytical solution. For this particular verification, the operating frequency is at 1 GHz and the discretization cell size is 0.003 m. Therefore, the sampling rate is at 100 points per wavelength. The time step size we can use here is six times that of the conventional FDTD method. The result from the CN-FDTD simulation and the results from analytical analyses are both shown in Fig. 2. As shown in the figure, they agree well with each other. The minor difference between the numerical results and the analytical solution is caused by the reflection from the absorbing boundary.

Once the code is verified, we apply this technique to analyze the induced current distribution within a human head model due to electromagnetic radiation from a hand-held metal detector (HHMD). The HHMD is about 2 cm from the head model and the excitation current is 1 A. The operating frequency of the HHMD is at 8 MHz, and the configuration is shown in Fig. 3. In this simulation, we use $N_{\text{step}} = 160$ and $N_{\text{step}} = 1600$.

In Fig. 4, the layer-averaged induced current along the $y$ axis within the human head model is shown. In the figure, there are two dips close to the peripheries of the head. This is due to the fact that these two dip locations coincide with the bone region, where the electrical conductivities are extremely low. In general,
the induced current density has a large value close to the head surface region and drops to a low level within the head region. With the CPU time of the proposed approach is comparable to that of the conventional FDTD method. When used in this simulation, the CPU time for the proposed approach is about 175 seconds, which is about 10 times longer. A relative error, defined as \( \frac{\|E_{CN,FDTD} - E_{FDTD}\|}{\|E_{FDTD}\|} \times 100\% \) is evaluated in the entire computational domain. An average relative error of 1.87% is observed with. It is clear that for electrically overly-sampled biological objects, the proposed approach can dramatically improve the computational efficiency without sacrificing simulation accuracy.

**IV. CONCLUSION**

A multi-grid accelerated CN-FDTD method is proposed for low-frequency bio-electromagnetic simulations. This algorithm is unconditionally stable and yet has very low computational overhead. Numerical examples are used to demonstrate the accuracy and efficiency of this method. For low-frequency electromagnetic applications, this algorithm can be much faster than that of the conventional FDTD method.
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